
Data Network visibility and control

1

“You can’t control what you can’t measure”
Tom DeMarco
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InMon Corp.

• Inventors of sFlow
• Leading supplier of software solutions that take 

advantage of embedded traffic monitoring
• Partner with switch and router vendors to deliver 

effective traffic management solutions
• Based in San Francisco, California
• Worldwide customer deployments

– Enterprise, Education, Government, Media, ISP
– Global presence through reseller network
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Example customers
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Time

Capacity

Demand

$ Unused capacity

$$$ Service failure
$$ Unused capacity

Not Monitoring is Expensive
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$$ Savings

Time

Capacity

Demand

Measurement Saves Money
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Network Visibility: 
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Always on
Continuous monitoring of every port
Robust under all conditions

Complete visibility
All devices = L2-L7 flows end-end
Detailed real-time and historical data

Cost effective
Embedded in every port

Scalable
Measures traffic flows on all ports
Effective even at 100Gbs speeds
Does not impact network performance

http://www.sflow.org
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Standard-export: many collectors...
More than 30
commercial sFlow
collector implementations
http://sflow.org/products/collectors.php
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sFlow replaces counter polling

• sFlow agent automatically pushes full set of SNMP 
ifTable counters1

• Compared to SNMP polling, counter push results in 
10-20x fewer packets on network, reduces CPU load 
on switch and on network management software (XDR 
is easier to encode/decode than SNMP)

• Single sFlow collector can easily monitor 200,000 
switch ports with 1 minute granularity. SNMP polling 
with 5 minute granularity requires 5-10 collectors.

ifIndex, ifType, ifType, ifSpeed, ifDirection, ifAdminStatus, ifOperStatus, ifInOctets, ifInUcastPkts, 
ifInMulticastPkts, ifInBroadcastPkts, ifInDiscards, ifInErrors, ifInUnknownProtos, ifOutOctets, 
ifOutUcastPkts, ifOutMulticastPkts, ifOutBroadcastPkts, ifOutDiscards, ifOutErrors, 
ifPromiscuousMode 

1.
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Traffic Sentinel: Interface counters

•200,000+ ports
•1-minute granularity
•Thresholds/alerts
•Compare all interfaces
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sFlow monitors all protocols

• Simple agents:  packet headers sent to sFlow collector for decoding.
• Easier to add decodes to central collector than to every device in a 

multi-vendor network (e.g. IPv6, FCoE etc.)
• Captures complex layering (e.g. MAC/VLAN/MPLS/IPv4/IPv6): critical 

for tracing packet paths through network.
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Traffic Sentinel: Traffic Breakdown

• MAC, VLAN, IP, IPv6, 
TCP, UDP, MPLS, TRILL, 
RTP etc. (over 100 fields)
•1-minute granularity
•Thresholds/alerts
•Automatic de-duplication
• Subnet rollups

12Tuesday, April 24, 12



September 08, 2011 Copyright © InMon Corp. 2010 All Rights Reserved 13

sFlow captures packet path

• Each packet sample captures 
the forwarding path for the 
packet

• Threading together the paths 
provides a constantly 
updating picture of network 
topology and host locations

• The combination of 
forwarding table data and 
packet headers provides an 
integrated view of traffic. E.g. 
you can filter on forwarding 
attributes (VLAN, MPLS, 
route) and see traffic, or filter 
on traffic and identify 
forwarding paths.

Internet
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Traffic Sentinel: Multivendor topology 
discovery

Uses:
•sFlow
•CDP
•FDP
•LLDP
•Spanning-tree
•Bridge-tables
•and more...

• Auto-layout
• Mouse-wheel zoom 
• Show Status,Traffic
(refreshed every minute)
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Traffic Sentinel: End-host location

With sFlow, host locations can be updated within 60 seconds

Uses:
sFlow
SNMP

DNS

IP

MAC

Port
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Simple Agents

• Configuring sFlow on all ports of a Brocade switch:

16

config> int e 1/1 to 1/48
interface> sflow forwarding
config> sflow destination 192.168.4.5
config> sflow sample 512
config> sflow polling-interval 30
config> sflow enable
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Cross-layer correlation: Application, Host and 
Network 
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Standard measurements from 
different sources designed to 
be joinable at the collector

e.g. application response time increase correlated directly to congestion on network path
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Simple Agents - sFlow-HOST
(http://host-sflow.sf.net)

• Portable, open-source (Windows, Linux, Solaris, BSD, Xen, KVM …)
• Ultra-light (100kB, 0.0% cpu)
• Zero licensing costs (but support available)
• Zero-config option (DNS-SD)
• Secure (push-only - does not listen for instructions)
• Scalable (still with 1-minute granularity)
• Standard (no vendor lock-in)

Developed in collaboration with Data-center and Supercomputing 
experts.
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Simple Agents - sFlow-APPLICATION
(http://host-sflow.sf.net/relatedlinks.php)

• Application-layer sFlow agents for:
– Java
– Apache
– NGINX
– Memcached
– node.js
– Tomcat
– Hadoop 
– PCoIP

• Generic API for other apps (e.g. SDSC “Rocks”)

Developed in collaboration with Data-center and Supercomputing 
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Why Monitor Everything?
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where

who

what

when

1. Troubleshooting - always have context
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Why Monitor Everything?
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1. Troubleshooting - always have context

trace path

locate hosts
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Internet

Control

Server

Storage

Network
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Why Monitor Everything?

2. Put Network and Server teams on same page

3. Full “Observability” required for automated control
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10G network

Storage cluster
(NFS/CIFS)

Compute cluster
(1,000 servers)

Example

23

23Tuesday, April 24, 12



Cluster performance
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Cluster traffic
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Top servers
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Individual server
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Application dependency map
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Network Visibility: 

May 09, 2011 Copyright © InMon Corp. 2010 All Rights Reserved 29

http://www.sflow.org
Applications

Virtual Switching

Servers

Routing

Switching

Virtual Servers

IPFIX, NetFlow™

Traffic Sentinel

•All Devices
•All Servers
•All Applications
•All the time
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Network Visibility:  VDI
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Applications

Virtual Switching

Servers

Routing

Switching

Virtual Servers

DISSA

AT&T

• 200,000 users
• Problem anywhere => work stops
• Can’t wait for them to call
• Have to be proactive

• monitor every component
• correlate with user-experience
• balance workloads, anticipate 
bottlenecks
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•Visibility into vSwitch critical, 20-40 times more vNICs that pNICs
•Inter-VM traffic only visibility to vSwitch
•sFlow in vSwitch unifies physical and virtual LAN management 
•Open vSwitch delivers sFlow (and OpenFlow) in open source 
virtualization stacks Xen/XenServer/KVM

vSwitch sFlow

Virtual Switches

Virtual 
Network 
Adapters

Physical 
Network 
Adapters

Virtual Machines

Local Area 
Networks

VM1 VM2 VM3 VM4

sFlow implemented 
in virtual switches 
extends visibility to 
virtual machines
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sFlow monitoring of vSwitch: traffic flows

• Visibility into all traffic 
– VM-VM, 
– VM to any other host
– Layer 2
– TCP/UDP
– IPv6

• Data for managing 
switched traffic

– VLANs
– Layer 2 priorities
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sFlow monitoring of vSwitch: interface counters

• Trending interface utilization a staple of network management
• sFlow is only realistic way to monitor virtual interface counters

– sFlow counter export is scalable to support 200,000+ virtual ports (20-40 VMs per physical 
server makes this scalability a practical requirement in environments with 5,000 - 10,000 
physical ports)
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• Always-on data collection 
• Customer premises 
• NOC
• POP

• Alerts and remote diagnosis
• Web interface to remote servers

NOC

Remote Base (20 switches)

Remote Base (500 switches)

Remote Base (2000 switches)

POP

Traffic Sentinel in the NOC:
  Remote-site Management

Empower the experts!

Collector

Collector

Collector

Collector
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sFlow vs NetFlow

• NetFlow gives partial visibility
– Monitors routed L3 traffic only
– Insufficient detail for effective LAN management
– Significantly impacts switch/router performance

• Cisco recommends monitoring of key interfaces only
– Complex configuration

• sFlow can and should be enabled everywhere
– sFlow monitors all traffic L2-L7, switched and routed, core to VM
– Detailed data supports many applications
– Negligible switch and network performance impact
– Simple configuration
– Collects interface counters too
– Cross-layer measurements (e.g. MAC<->IP, GRE Tunneling)
– Server and application monitoring too
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More Information

inmon.com
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blog.sflow.com
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